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Executive Summary

This document is the implementation deliverable of the ICOS components Data Management,
Intelligence Layer Module, Security Layer Module, and APIs and Interfaces in 1T-2. The document,
together with its annexes, presents the following aspects of the Data Management, Intelligence and
Security Layers: a) their functionalities, b) prototype architecture and how they fit into the general ICOS
architecture, c) their technical description and specifications, d) delivery (package, installation,
download) and licensing information, and any limitations and future work to be done for the Final ICOS
release.

In IT-2, the Data Management component continues to play a critical role in optimising data access and
distribution across 1COS layers while maintaining infrastructure transparency. Building upon the
foundation established in D4.1, this iteration enhances software architecture and integration with other
ICOS components. The Data Management Layer addresses key data exchange needs, including
transport, mutable data structures, and compute-intensive operations. Leveraging Eclipse Zenoh for
communication and dataClay for distributed storage, it supports functionalities such as the ICOS data
bus, training offloading, telemetry processing, and policy storage.

The Intelligence Layer in IT-2 includes the Al Coordination module, Al analytics, Trustworthy Al
modules, Data Processing module, and Al Models and Data Repository. The Al coordination module
has been extended to include a frontend to interact with the ICOS Meta-OS. This frontend, reachable
from the ICOS CLI, aims to query telemetry to realise when new system utilisation or energy-related
metrics need to be predicted and then requests training a model or regular predictions to the Al
coordination backend presented in IT-1; furthermore, it allows ICOS users to request new metrics
forecasts through an API (Export Metrics API). The Al coordination backend communicates with the
Data Processing module, which is in charge of data access and manipulation, and the Al analytics
module that builds and deploys Al models (support for multivariate modelling in IT-2 and model
compression to allow Al workloads at the edge), the Trustworthy Al module, providing model
explainability, monitoring, and privacy-aware model training (Federated Learning), and will connect to
the Al Model and Data Repository, to allow reusing models from the online repository.

The Security Layer in IT-2 builds upon the foundation established in IT-1, incorporating advancements
in identity management, anomaly detection, auditing, and trust. The Security Layer Coordination
module facilitates seamless integration between security components and other ICOS modules. The
Identity and Access Management (IAM) module ensures secure authentication and authorisation across
the system. The Security Scan module actively monitors deployed ICOS infrastructure for
vulnerabilities and compliance issues, while the Anomaly Detection module leverages Al to identify
potential security threats. Additionally, the Audit module enhances system transparency, and Trust
functionality guarantees the identity of ICOS components and enforces encrypted, verifiable
communication between them.

All presented software will be used in the final iteration of ICOS (Complete ICOS version). Components
under the future work section will still be reviewed and updated in the D5.3 — Complete ICOS version
(M32) [8] as their integration is in progress at the time of writing this deliverable (M30).
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1 Infroduction

1.1 Purpose of the document

The purpose of this document is to report design and implementation efforts done in WP4 in tasks T4.1
(Data Management), T4.2 (Intelligence Layer Module), T4.3 (Security Layer Module) and T4.4 (APls
and Interfaces) regarding the development of ICOS components Data Management, Intelligence and
Security Layers in the period M14-M30. It also delivers the second version (IT-2) of the Data
Management, Intelligence Layer and Security Layer software using Deliverable 4.1 — “Data
management, Intelligence and Security Layers (1T-1) as input.

In this regard, the document plus its annexes presents the following aspects for each layer:

» the functionalities,

» the prototype architecture and how it fits into the general ICOS architecture,

» the technical description and specifications,

» delivery (package, installation, download) and licencing information, and

» current limitations and future work to be done for the next releases (ICOS Final release).

In this iteration, the work done in T4.4 is directly included in the functionalities of each 1COS
component, presented in individual sections below.

1.2 Relation to other project work

The second implementation deliverable of WP4, “D4.2 ICOS components Data Management,
Intelligence and Security Layers”, the software and document relate to:

» Tasks T2.2 (Compute continuum requirements definition) and T2.3 (Al, data management and
trust/security requirements) on the analysis of ICOS-related technologies, the definition of project use
cases, and gathering of system requirements for the ICOS components.

» Task T2.4 (Architectural Design) and deliverable D2.4 — “ICOS architectural design (IT-2)” [6] that
defines the updated 1COS system architecture, describing how its layers, including Data Management,
Intelligence, and Security, function, what their properties are, and how they interact.

» Deliverable "D2.3 - ICOS ecosystem: Technologies, requirements, and state of the art (IT-2)” [1]
summarising work conducted in the second iteration of ICOS in the task T2.1 — (Ecosystem
identification: Baseline technologies) regarding use case descriptions, requirements gathering, and
analysis of the state-of-the-art baseline technologies, which were also used in IT-1.

The work reported in the current document starts from the base set in the second integrated ICOS Beta

release, delivered in M22, and covers works performed for posterior ICOS releases until the Final ICOS

release (M32).
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1.3 Structure of the document

This document follows the structure presented in D4.1. Thus, it is structured in seven major sections:

» Section 1 — Introduction covers the objectives of the document, introduces its content, structure,
relationships with other project’s documents and the glossary,

» Section 2 — Data Management provides the functional and technical description for all the
components and new integrations reached in IT-2. This section also discusses constraints and future
work for the final release of the Data Management Layer,

» Section 3 — Intelligence Layer provides a functional and technical description of all its modules,
delivery (package, installation, download), and licensing information, as well as any limitations and
future work to be done concerning integration activities for the final release of the Intelligence Layer.

» Section 4 — Security Layer provides the functional and technical description, delivery (package,
installation, download), licensing information and as well as project constraints and future integration
work for the Security Layer modules towards the final release,

» Section 5 — Conclusion summarises the content of the document and provides considerations on how
the technical work will finalise in the project.

» Section 6 — References: lists references used.

» Section 7 — Annexes: provides various annexes with more detailed explanations of the main technical
sections of the document.

1.4 Glossary adopted in this document

The following table provides definitions of ICOS concepts and artefacts (as identified in D2.3 [1] and
D2.4 [6]) that are discussed in the following sections of this deliverable.

Table 1: ICOS concepts and artefacts

Cloud Continuum

An aggregation of heterogenous resources (CPU, memory, storage, networks, loT devices,
intelligence) managed seamlessly end-to-end that may span across different administrative/technology
domains in multi-operator and multi-tenant settings.

ICOS Agent

The ICOS software component that needs to be installed on each node with actual underlying
orchestrator (OCM or Nuvla) that manages the infrastructure where the jobs are executed. ICOS
Agents are distributed throughout the continuum.

ICOS Controller

The ICOS Controller is responsible for managing the ICOS continuum, which

consists of a set of agents based on proximity criteria, by providing control, intelligence decision-
making and lifecycle management.

ICOS Instance

A subset of the CC participating in the execution of a multi-component Application of a certain
topology, resource requirements and constraints.

ICOS Node

Any resource, physical or virtual, that is running either the ICOS software (can be either
an 1COS Controller or ICOS Agent).
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ICOS Shell

A client distribution that is used to access the ICOS. The ICOS Shell runs externally to the ICOS
Instance.

ICOS User

The ICOS user is the actor that uses ICOS to deploy his/her applications over suitable infrastructure,
exploiting the ICOS management and optimisation capabilities to deploy applications fuelling novel
business opportunities.

ICOS Application
User application deployed on an ICOS instance.

ICOS testbed
Testing environment provided by NCSRD for ICOS.
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2 Data Management

The Data Management component is responsible for managing and enabling access to data from the rest
of ICOS layers, in a way that optimises the performance of the components and leverages the continuum
characteristics of the architecture.

It is a transversal component in the ICOS architecture, aimed at supporting the various data needs in the
rest of the layers, making the distribution and heterogeneity of the infrastructure transparent to them,
and providing efficient data access at the same time.

In previous deliverable D4.1 [7] the foundation of the Data Management was established and the basic
requirements for IT-1 were detailed. This deliverable, D4.2, aims to build upon that previous deliverable
and provide further detail on the changes and improvements that have been included in the software
architecture for 1T-2. This document will also provide a more in-depth view on different integrations
with other ICOS layers.

This section is structured as follows: the functional description of the Data Management is provided in
subsection 2.1. Subsection 2.2 describes the technical details of the solution, and the different
integrations present in IT-2. A brief overview and release notes on the new software releases for Zenoh
and dataClay (the software blocks that shape the Data Management) can be found in 2.3. We finalise
the Data Management section on this document discussing some limitations and future work in 2.4.

Table 4 in Annex I.A shows the different requirements of the ICOS project in which there is an
involvement from the Data Management layer. Most of them were already presented in D4.1 and are
related to the I1T-1 efforts of the project, but the I1T-2 brings attention to several new key requirements.

2.1 Functional description

At a very high level, the Data Management Layer will be addressing three distinct needs regarding data:

» Transport: meaning all the data messages and brokering, as well as handling data in motion.
» Mutable data structures: data that requires concurrent access and modifications.
» Compute: Very data-intensive computation that benefits from having data locality.

These basic needs, although overlap a little bit, categorise quite well the pillars that the Data
Management is providing to the ICOS project.

The two software blocks that ICOS will use for fulfilling the Data Management Layer are the following:
» Zenoh[20] — a pub/sub/query protocol,
» dataClay[21] — a distributed active object store.

2.1.1 Fitting into the ICOS architecture

The general ICOS architecture for 1T-2 was described in D2.4 and briefly depicted the different
responsibilities and placement of the Data Management Layer software components.

We can find the following software components in the ICOS architecture:

» Data Bus for ICOS-Application communication: This communication backbone enables transversal
communication on ICOS applications. This communication will happen while the application is
agnostic to the exact topology and its changes. An example of the usage of this communication can
be seen in the Topology Exporter functionality of ICOS. The data bus feature is achieved through the
deployment of Zenoh components in the agents.

» Training offloading on the Intelligence Layer: A software component from the Data Management
Layer is used by the Intelligence Layer in order to offload training operations. This allows an efficient
and distributed usage of continuum resources (i.e. avoids roundtrip to far clouds when there are
available computing resources closer). This is achieved through the deployment of dataClay services
distributed in the continuum.
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» OTLP Bridge on the Telemetry flow: To improve responsiveness and resource utilisation, a Data
Management component is included among Telemetry components and is able to process data coming
from Telemetry Agents. This software component, a dataClay service deployed on the agent next to
the Telemetry Gateway, is able to take advantage of the logs that are being sent through standard
protocols and provide them to other ICOS components that need that data. This can be done in a fast
and efficient manner by taking advantage of data locality and minimising data copies.

» Policy Storage backend: The Dynamic Policy Manager can take advantage of dataClay features and
use dataClay as the storage backend for its mutable persistent data. This simplifies the deployment of
the Dynamic Policy Manager and provides a storage backend that is able to take advantage of the
distributed nature of ICOS infrastructure.

The following section (2.2) contains more in-depth technical details on these different software

components and their interaction.

2.2 Technical description

Previous deliverable D4.1 included extensive information on the software solutions used for
implementing the Data Management layer. Most information in such document is still applicable at the
time of writing D4.2. For some further details covering the releases and new features of these software,
see Section 2.3.

The present deliverable focuses on IT-2 and thus the following subsections will elaborate on the
technical aspects related to the new integrations involving Data Management.

2.2.1 Data bus

Eclipse Zenoh is a communication middleware designed to provide a set of unified abstractions to deal
with data-in-motion, data-at-rest and computations at internet scale. Zenoh is composed of two main
parts, firstly a decentralised and distributed networking protocol, and secondly, the Zenoh APIs to
manage it.

Eclipse Zenoh APIs are available for the most popular programming languages (i.e. Rust, Python, C,
C++, REST) the core of the networking routing and messaging mechanisms are written in Rust. The
Zenoh v1.2.0 Rust API includes a publish, a subscribe and query examples, it can be found here:

To enable the direct communication between the ICOS controller and the ICOS agent nodes. Three
zenoh-routers have been deployed in the stagging testbed lin the NCSR”D” infrastructure with the
purpose to connect the ICOS controller with two cluster nodes, as illustrated in Figure 1.

The config file (i.e., values.yaml) included in the Zenoh Helm Chart describes the connecting end-points
and the image/version of the feature that should be used, in this case it is eclipse/zenoh tag:1.0.89, this
image is taken from the Docker Hub container repository. See the configuration in the source-code
extract provided at Annex I.B.
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Figure 1. Eclipse Zenoh deployment in the stagging testbed

This Data bus is part of the Topology Exporter, and it is a key aspect to satisfy requirement CC_FR_03
(see Annex LA).

2.2.2 Data management in the Al training workflow

The data management component plays a crucial role in a pivotal aspect of the ICOS Intelligence Layer,
its Al training workflow, a task that requires both a high amount of data and a high number of
computational resources. This process is further explained, from the point of view of the Intelligence
Layer, in Section 3.5 (Data processing).

Figure 2 shows the sequence diagram of this training offloading procedure. In this figure we can see
how the dataClay server is responsible for performing the model training operation, i.e. computation.
The algorithms and data are provided by the Intelligence Layer, but dataClay offers a hardware and
location agnostic interface for running this process.
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Figure 2. Sequence diagram for Al training offloading (from D2.4)

This design allows deployment of the dataClay backend in environments where there are enough
computational resources; this is transparent for the Intelligence Layer, which can use dataClay through
its object-oriented interface, without having to account for the distribution or location of data and
computational resources.

This feature is responsible for satisfying requirements CM_FR_02 and CM_FR_15.

2.2.3 dataClay OTLP bridge

As already explained in a previous deliverable (D3.2 [4]), the Logging and Telemetry architecture
contains a Telemetry Gateway in the ICOS Agent which aggregates logging from the different ICOS
Nodes (Edge Node or Cluster). This is shown in Figure 3.

The communication between Telemetry Agent and Telemetry Gateway uses the OpenTelemetry
protocols and standards; a new component within the Data Management, named dataClay OTLP Bridge,
isincluded in IT-2 and deployed in the ICOS Agent. This component is able to aggregate live telemetry
coming from the different Telemetry Agents and provide them for real-time processing of this data,
transparent to the details of the topology, allowing fast and local access to this data.
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Figure 3. Distribution of the Telemetry components across the Continuum nodes (from D3.2)

This design takes advantage of the continuum and the resources available in the ICOS infrastructure. A
current application of the dataClay OTLP Bridge is the privacy-aware model training process (Federated
Learning) developed as part of the Intelligence Layer Trustworthy Al component. This is detailed in
Subsection 3.3.2.4 (Federated Learning). Thanks to this component, the Federated Learning solution
avoids a roundtrip to the Controller, increasing data locality and resulting in a more efficient resource
utilisation.

2.2.4 Policy storage backend

In D3.2 [4], different integrations related to the Policy Manager were discussed, and one of those was
the Policy Storage backend using dataClay.

This storage backend takes advantage of the object-oriented interface offered by dataClay and allows to
programmatically use dataClay persistent and mutable objects from the Dynamic Policy Manager. The
Dynamic Policy Manager offers a pluggable storage mechanism. In the previous release, the storage of
the information policies used MongoDB as a non-relational database through an ORM Python library.

The current release of the Dynamic Policy Manager supports dataClay as the Policy Storage backend,
using it through the native object-oriented interface of dataClay. This results in a versatile backend that
is able to store data in the continuum and overall results in a tight integration of ICOS components.
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2.3 Software releases

The following subsections present the latest releases for Zenoh and dataClay (the software used to fulfil
the Data Management layer). These software releases have happened during the I1T-2 development cycle.
Delivery and usage of this Software remain as described in D4.1[7].

2.3.1 Eclipse Zenoh 1.2.0?

On October 21, 2024, Eclipse Zenoh v1.0.0 was released, and this marked a milestone in the
development of the data management component as the open-source project moved out from incubation
status to a full-project status, which implies a higher quality and stability in the source-code level,
offering backward and forward compatibility for the coming versions for the Zenoh API.

Moving forward three months, six intermediate releases has been done, at the time of writing this
deliverable, the latest release of Eclipse Zenoh is v1.2.0. This newest version brings new features and
improvements while keeping focus on the values of the ICOS project. This update reflects priorities
such as adaptability, security, and performance optimisation, ensuring an efficient and interconnected
ecosystem for devices, applications, and data.

» Openness and Interoperability: Zenoh 1.2.0 embraces openness, enabling diverse technologies to
collaborate. For example, the new querier APl supports efficient and optimised data retrieval.
Enhanced support for ROS2, a widely used framework in robotics, strengthens connections between
Zenoh and other platforms, facilitating interoperability. There is an ongoing effort to integrate natively
Zenoh, as Tier-13> communication middleware in the coming ROS2 release in May 2025; this is
achieved in rmw_zenoh*.

» Adaptability and Scalability: Zenoh 1.2.0 introduces features that adapt to varying technological
needs. The stabilisation of liveliness API support ensures real-time monitoring of active participants
in the network. Zenoh-Pico®, which is made for small 10T devices, has also been updated to work with
the latest version. With huge improvements in performance and extension in scope as it is now
compatible with Raspberry Pi Pico series®.

» Security and Privacy: The protocol enhancements address critical issues such as fragmentation and
message integrity, ensuring secure and reliable data transmission. These updates safeguard
interactions across the network, whether between 10T devices or in the cloud.

» Performance Optimisation: In addition to the querier, the new advanced publisher/subscriber
mechanisms also improve data throughput and reliability. These optimisations enhance system
performance while minimising resource consumption, key to efficient loT-to-cloud integration.

» Technology Agnosticism: Zenoh 1.2.0 is committed to supporting diverse hardware and software
platforms, including new features for QNX operating systems, highlights its technology-agnostic
approach. This openness reduces dependence on specific vendors and encourages widespread
adoption.

» Future Market Enablement: Zenoh continues to foster innovation by bridging gaps in loT-to-cloud
operations. The new tool ZettaC2 (for Zetta Control Center) is now available on all operating systems.
It has been made for monitoring and managing Zenoh systems. By simplifying complex interactions,
it paves the way for emerging edge markets and collaborative data-sharing environments. Zenoh 1.2.0
demonstrates how foundational values like openness, adaptability, security, and performance guide
advancements in loT-to-cloud ecosystems, delivering a system designed for the future.

o g A W N
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2.3.2 dataClay 4.1

In November 2024, dataClay v4.1 was released’. This new release includes several features and
improvements that streamline deployment and development of Continuum applications and shape
dataClay software beyond its HPC inception and more into a full-fledged continuum-ready storage
system solution.

The following dataClay features are key for a successful Data Management within the ICOS project:

» Async: migrating to an async implementation (instead of threads) results in a lighter service, with
higher concurrent capabilities and a more efficient use of processing resources. This is crucial for
constrained devices, a common occurrence in computing continuum environments. This new release
includes several fixes and improvements related to the internal async implementation.

» Proxy: a new microservice within the dataClay stack, which simplifies the deployment of dataClay
services in restricted networks or NAT-ted environments. Given the distributed nature of the
computing continuum, where full connectivity between devices is not guaranteed, this new
microservice improves the flexibility of dataClay deployments. This new release fixes several bugs
that challenged its usage within ICOS architecture.

» JWT token support: the previous proxy feature also includes support for processing and validating
JWT tokens [34]; this mechanism is compatible with the ICOS security architecture and thus solves
the challenge of both authentication and authorisation across distributed environments. This new
release includes more examples and internal mechanisms to accommodate more kinds of tokens.

2.4 Limitations and future work

The deployment of Eclipse Zenoh v1.0.0 was performed manually, following the Open Call
infrastructure On-Boarding v1.3 document [9] provided by the testbed coordinator together with the
WP5 leader. At the time of writing this deliverable, the software engineer needs to request the authorised
authentication to the staging test bed and get the right access level to the infrastructure. This will be
streamline in the security characteristics on the ICOS platform.

The deployment of dataClay services also needs manual intervention given that there is no automatic
discovery of storage/computational resources. Placement of dataClay services will impact the task
offloading mechanisms used by the Intelligence Layer and thus the user performing the initial
deployment process must take that into account and take the appropriate decisions.

Communication between Data Management components is partially automatic. Our goal is to provide
the necessary automations in order to establish connectivity between the services needing it (e.g. the
different Zenoh routers, or the dataClay backend services). At the time of submitting this document
(M30), the workaround includes some manual steps as part of the deployment process.
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3 Intelligence Layer

This section presents the progress regarding development and implementation of the Intelligence Layer
modules and components from IT-1 as presented in D4.1 [7] to IT-2 as presented in this deliverable.

In IT-2, multiple enhancements have been introduced in each module, for instance:

» Al Analytics:

- Al multivariate and multioutput models can now be trained in the Intelligence Layer using multiple
metrics, for instance, to predict CPU and memory utilisation at once.

- Al model compression methods have been integrated within Al Analytics to improve Al model
efficiency using quantization and knowledge distillation [16]. This can be enabled during model
training.

- The AlQOps framework MLFlow has been included within the Intelligence Layer for experiment
tracking and visualise model evaluation results.
¢ Model meta-information has been integrated into the MLFlow registry for the same purpose.

» Trustworthy Al:

- support for privacy-aware model training (federated learning) has been added, which also intends
to reduce data movement.

- model explainability has been integrated into MLFlow to enhance model transparency with SHAP
[30], a framework initially presented in D4.1 [7]

- model learning curves (training and validation) added in the MLFlow framework to understand Al
model’s suitability.

- confidence scores and confidence intervals added into each model prediction at the Intelligence
coordination module backend (Intelligence API presented in D4.1 [7] to aid in decision-making
processes rating how confident the model is per prediction output.

» Al Coordination:

- Frontend API created to interact with the MetaOS. This is reachable from the ICOS Shell using
Keycloak [40] for Identity and Access Management; it queries Telemetry to gather ICOS node
metrics and interacts with the backend API to request model training and inferencing.

» Data processing:

- Enhancements integrating with dataClay [21] for data access and Al model training offloading.
This section also introduces the Al Models and Data Repository, an online repository that acts as the
final Intelligence Layer module, to be delivered in D4.3 — “ICOS Dataset and Al models marketplace™.

The section is structured as follows: we present the final (IT-2) design of the Intelligence Layer in
Subsection 3.1, an in-depth update in IT-2 over the Intelligence coordination module in Subsection 3.2,
the Trustworthy Al module in Subsection 3.3, the Al Analytics module is presented in Subsection 3.4,
the Data Processing module in Subsection 3.5 and we introduce Al Model and Data Repository in
Subsection 3.6.

Next, we document project constraints and Software limitations in Subsection 3.7. Finally, we document
licensing and instructions to download and set up the Software in Annex I1.1.

3.1 Fitting into the ICOS architecture

This subsection presents the final (IT-2) design of Intelligence Layer modules, components and
functionalities.

The ICOS Intelligence Layer is located in the ICOS Controller as stated in D2.4 [6]. The Intelligence
Layer contains the following modules:

1. The Intelligence Layer Coordination module, which is made of two components:
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- Intelligence coordination frontend: this component has the Export metric API that
communicates with the ICOS Shell, requests model training and inference to the Intelligence
coordination backend covered below, reading data for inference and training, and storing
model results into Telemetry. It also verifies the user’s permissions and authentication against
Keycloak.

- Intelligence coordination backend: this component receives requests from the frontend for
training and inference, returning inference results; it stores models in its model registry, and
communicates with all other Intelligence Layer modules and APIs (e.g. LOMOS API “2”
described in Section 4.5).

The Al analytics module, which handles model training, inferencing, and integrates model
compression and analysis.

The Data Processing module, which provides data pipelines as introduced in D4.1 [7] and
communicates with Data Management to offload model training (see Section 2.2.2) and access
data available across the ICOS infrastructure.

The Trustworthy Al module, integrated within the Intelligence Layer to enhance confidence in
the models by leveraging model monitoring and explainability. Part of this module is the
privacy-aware training capability (federated learning), which integrates with the Al analytics
module for model training and the Data Processing module to initiate the federated learning
process across the ICOS infrastructure.

Outside of the ICOS controller, we find:

» the Al Models and Data Repository, which is an online repository of Al models trained in ICOS. It
also contains datasets used to train such models. The Intelligence coordination backend will offer a
client to communicate to this repository in D4.3 — ”ICOS Dataset and Al Models Marketplace ”,
allowing the Intelligence Layer to import pre-trained models.

All of these are illustrated in Figure 4.
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Figure 4. Intelligence Layer modules in the ICOS architecture — enhanced from D2.4
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Additionally, this project will provide containers for ICOS users to run Al workloads leveraging
the same library versions as Intelligence at the controller, empowering them to train models and
contribute to the Al Models and Data Repository, enhancing this way progressively the list of models
available online. Such containers receive the name of Al support containers. This also will enable use
cases to easily integrate with containers running data management libraries like dataClay, which is
usable for Al offloading across the ICOS infrastructure, as introduced in Section 2 of this document.

Al support containers, presented in Figure 5, were initially introduced in D2.4 to run Al in ICOS agents
(see Figures 9 and 10 in Section 3.2.2 of D2.4 [6]). After task force discussions concerning the MetaOS
architecture and overall security, MetaOS-integrated Al has been left solely for the ICOS controller.
Use cases will still be able to use Al support containers managed by users in their own infrastructure
(edge devices).

Al support container (e.g. @edge-node)

l Intelligence Local Endpoint (API for use cases) I

Figure 5. Modules and functionalities in Al support containers
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Regarding Al training (and federated learning) offloading, the design stays as presented in Figure 2 of
this deliverable and in D2.4. The main difference concerning learning tasks is that the ICOS agent no
longer plays a role in the process; the learning process is offloaded instead to a node in the ICOS
infrastructure running a dataClay container, as specified in Section 2, with the relevant Al libraries (see
Figure 6).
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Figure 6. Modules and libraries in the dataClay containers for Intelligence offloading

As part of the ICOS Final release (D5.3 [8]), instructions on how to run Al support and dataClay
containers to offload Al will be provided.
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3.2 Intelligence Layer Coordination module

Initially introduced in D4.1, the Intelligence Layer coordination module allows AlOps across the cloud
continuum. It provides mechanisms for sharing, updating, and deploying models. It interacts with a
model registry that stores essential metadata such as model descriptions, algorithms, and performance
metrics obtained during model evaluation.

» D4.1 established a framework for managing and training basic ML models. The initial focus was to
provide an APl and model registry able to serve models provided as well as offload training using the
Data Management component.

» D4.2 enhances Al pipelines by adding a new frontend API that ensures seamless communication with
the Meta Kernel Layer. Furthermore, the internal backend (Intelligence API) now integrates with new
functionality from other Intelligence Layer modules (e.g., enhanced pipelines, model monitoring,
compression, and explainability, new algorithms, and MLFlow integration).

3.2.1 Functional description

The main addition to this module in IT-2 is an Intelligence Layer coordination frontend API. This is
visible in Figure 4 as the main access point from the ICOS Shell and bidirectional communication point
with Telemetry.

This frontend API, due to its nature of reading and exporting Al metrics predictions from and to
Telemetry, receives the name of Export metrics API. This component of the Intelligence Layer
coordination module acts as a middle layer between WP3 components and the Intelligence Layer.

» The export metrics API, upon request to generate predictions, queries the Intelligence Layer (backend)
API for the requested model predictions and uploads it to the telemetry periodically for a specified
time interval. Similarly, when a request is made to the export metrics API to train a model for a specific
node, for instance, metrics forecasting, the data is collected from Thanos and read by the Intelligence
Layer API to train that specific model and saved in the model repository ready to be served for model
inferencing.

IT-3 will see the deployment of the intelligence coordination module alongside other WP3 modules.

This integrated system will facilitate automated model training, inference, retraining, and monitoring,

ensuring continuous improvement of model performance in the production environment.

At the time of writing this deliverable, Intelligence meets most of the requirements defined by
WP2. Basic functionality was met for all requirements between IT 1 and IT 2.2 except for Federated
learning-related requirements (CM_FR 16, SST _FR_04), where integration work is being
performed towards IT-3. Table 5 in Annex Il.A reviews the degree of accomplishment of each of these
in each iteration.

As described in D2.4 and in Section 3.1, the Intelligence Layer coordination module is located at the
ICOS controller and communicates with the 1ICOS Shell, Meta-Kernel Layer and Telemetry. The
architecture of this module and its interaction with other components is also described in the D4.1 which
showcases the Data management, Security Layer and Distributed Meta Kernel layers respectively.

3.2.2 Technical description

The Intelligence Layer coordination module is built on Python 3.10 and is packaged as Docker container
for deployment at the ICOS controller which is already described in D4.1 [7]

In IT-1, Data processing and Al Analytics were the main modules supported in Intelligence Layer
coordination. In IT-2, support for new functionalities in these modules has been added as well as for the
Trustworthy Al module (this module is described in detail later in Subsection 3.3).

The Intelligence Layer coordination module is mainly composed of two components:

» Al coordination backend (Intelligence API): This serves as the foundational backend component for
the Intelligence coordination module. Its responsibilities encompass the entire spectrum of model
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operations, including training, data processing, model compression, retraining with drift detection
capabilities, and inference request processing. The updated list of endpoints for this API backend can
be found in Annex 11.B.

» Al coordination frontend (Export metrics API): This acts as a gateway to the Intelligence API,
facilitating model training and inference requests originating from various 1COS modules.
Additionally, it plays a crucial role in data preparation. By leveraging telemetry data sourced from
Grafana, Prometheus, or Thanos and managed by the Data Management component, the Export
Metrics API enables the Intelligence API to effectively preprocess time-series data for training both
univariate and multivariate models.

Since the Intelligence coordination backend was already described in the Intelligence coordination

sections of deliverables D4.1 and D2.4, we devote the rest of this section to explaining the Al

coordination frontend, components that interact with it, and the nature of these interactions.

We will start linking this to D3.3 — “Meta-Kernel Layer Module Integrated (1T-2)” [5], on the integration
performed between the ICOS Shell and the Intelligence Layer. This piece of integration, which is
achieved through the Export metrics API, is introduced in the next subsection.

3.2.2.1 User interaction

To allow for interaction with the system by the user, the Export Metrics API is integrated with parts of
the 1COS Shell. Currently, the ICOS CLI allows for interaction with the functionality of the intelligence
functions through two commands: "train metrics" and "predict metrics". Both commands result in POST
requests being sent to first the ICOS shell backend and then the Export metrics API as described in the
next subsection.

» Each of these calls finally targets the respective endpoint of the Export Metrics API, namely
/create_model metric and /train_model metric.

» The requests furthermore have the authentication token of the user attached (see Section 4.4), allowing
for evaluation by the intelligence components.

For both commands, a payload in JSON format is sent, which defines all the needed information and

context for the respective functionality, which is further described in the next subsections. The training

or prediction process result is then communicated back to the user through the CLI, displaying the

respective output. The ICOS shell hereby serves as a stateless middleware to translate the queries and

provide an easy user interface. Some of these functionalities are also planned to be implemented into

the ICOS GUI to allow for even better accessibility of these functionalities.

3.2.2.2 Al coordination frontend — Export Metrics API

As effective monitoring of metrics is vital for maintaining system reliability, the ICOS Export Metrics
API project ensures comprehensive metric tracking and analysis. Leveraging the prometheus_client
library, the project ensures effective monitoring of system metrics and predictive insights through
seamless integration with Prometheus [24][, Thanos, Grafana, and Intelligence coordination backend.
All the components and libraries part of this process are covered in Annex I1.D.

The export metrics API offers functionality for real-time metric tracking and predictive analysis,
addressing the following four objectives:

» 1) Metric creation: This feature supports the creation and management of a wide range of metric
types, such as Counter, Gauge, Info, and Enum. These types cater to diverse monitoring needs. For
instance, Counters are useful for tracking cumulative values like the number of requests processed,
while Gauges allow tracking values that can fluctuate, such as memory, CPU and energy consumption
usage. Additionally, Info metrics provide metadata-like information, and Enum metrics are
particularly effective in representing finite states. The API also enables dynamic updates to these
metrics, making it easier for system operators to adapt monitoring configurations to changing
requirements.

The Export Metrics API supports both dynamic and static metric creation.
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- Dynamic metric creation occurs when a request is made via the /create_model_metric endpoint,
generating metrics on demand based on telemetry data and machine learning models. This dynamic
process is targeted to applications running in ICOS, whose metrics to be forecasted may differ
from one to another.

- Static metric creation operates in the background, periodically querying the ICOS Aggregator data
in Telemetry [4] to detect newly added nodes in the ICOS infrastructure. When a new node is
identified, the APl automatically provisions default metrics for CPU, Memory, and Energy
consumption. Conversely, if a node is no longer present in the ICOS environment, the
corresponding metrics are automatically unregistered, ensuring resource efficiency and accurate
monitoring. This static process is targeted to core metrics of the ICOS Meta-OS, such as CPU
utilisation and energy consumption. MetaOS processes, such as the matchmaking module, use
future predicted values of these metrics to be Al-driven.

» 2) Predictive metrics: Telemetry-based metric creation is a critical feature that combines real-time
data from sources such as Grafana or Prometheus and Thanos with Al models hosted at the
Intelligence Layer. This enables the creation of predictive metrics, where historical data trends and
current states are analysed to predict system behaviour. For example, this could include forecasting
workload surges (on CPU, memory, etc) or identifying potential anomalies before they impact
operations. The integration with predictive models ensures that monitoring extends beyond reactive
systems to become a proactive solution.

- Predictive metrics are created using the /create_model_metric endpoint, which simplifies the
interaction between telemetry data and the Intelligence Layer (Figure 7).
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Figure 7. Metric creation via model inference

» 3) Model training: the frontend API also facilitates model training workflows to the MetaOS, by
preparing datasets using Telemetry data sourced from Grafana or Prometheus/Thanos.
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o These datasets are then posted to dataClay, where they are used to train Al models via the
Intelligence coordination backend.

o The trained models are subsequently then used again at metric creation, enabling the generation
of new predictive metrics. This feature ensures that the system evolves alongside the monitored
environment, continuously learning and improving its predictions.

- The training process is initiated via the /train_model_metric endpoint from the Al coordination

backend, streamlining the workflow from data preparation to model integration (Figure 8).

» 4) Lifecycle management: To ensure efficient resource utilisation, this frontend API includes
functionalities for stopping and unregistering metrics that are no longer required.

e The /stop_model_metrics endpoint can halt active metric generation, freeing up resources for
other tasks.

o Similarly, the /unregister_metric endpoint allows the removal of outdated or obsolete metrics,
keeping the monitoring setup clean and efficient.

- This lifecycle management capability ensures that the monitoring system remains lean and
adaptable over time.
A more in-depth view of the workflows followed by this component, including authentication
workflows in Keycloak, integration with Telemetry and the Intelligence Layer, as well as API
workflows, are covered in Annex II.C.
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3.2.2.2.1 Technical specification

The ICOS Metrics Export API uses the Python prometheus_client library, which provides a powerful
framework for metric generation and management. The API utilises RESTful endpoints, offering a
modular and scalable architecture that supports diverse deployment options.

» The design of the Intelligence frontend is explained in more detail below. The architecture comprises
two major workflows:

- Metric creation via model inference (Figure 7): This focuses on using pre-trained models to
generate new metrics based on telemetry data. It involves fetching data from Grafana or
Prometheus/Thanos, formatting it for model inference, and posting predictions to
Prometheus/Thanos for monitoring.

- Metric creation with model training (Figure 8): This adds a model training step, where Telemetry
data is used to train new models, which are then deployed to generate metrics. Together, these
workflows provide a comprehensive solution for both reactive and predictive monitoring needs.

» These workflows ensure seamless integration of telemetry data, predictive modelling, and metric
generation.
The Intelligence coordination frontend component empowers ICOS with robust metric monitoring,
predictive analytics, and seamless integration into its operational ecosystem
- Deployment alongside ICOS Controller.
- Supports Docker and Helm for scalability.
- Requires environment variables for Grafana, Prometheus or Thanos and Intelligence Layer API
integration.

» Key Features:
- Swagger Ul
- Keycloak-based authentication for security.

3.3 Trustworthy Al module

The Trustworthy Al module in ICOS is dedicated to ensuring Al's ethical, responsible, and privacy-
preserving use. lts mission is to uphold the principles of transparency and fairness, as outlined in D4.1,
which emphasises the development of tools to create models that deliver reliable results, protect user
data, and promote ethical standards.

The following subsections delve into the core aspects of this module, highlighting its key components:
» Al explainability through SHAP for interpretability and transparency,

» mechanisms to ensure model confidence and robustness,

» model and data monitoring with drift detection, and

» federated learning to safeguard privacy.

Together, these functionalities aid the Trustworthy Al module on aligning to ICOS’s overarching goals
promoting the responsible adoption of Al.

3.3.1 Functional description

As outlined in deliverable D4.1, the Trustworthy Al module is a key component of the Intelligence
Layer Coordination API. See D4.1 [7] for a high-level functional description of this module.

3.3.2 Technical description

In IT-2, the intelligence Layer has introduced several features to improve Al trustworthiness. This
section is devoted these new features, which are outlined below:
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» Al explainability — This is achieved through the library SHAP (SHapley Additive exPlanations), which
provides detailed insights into the factors influencing model decisions, enhancing transparency in Al-
driven processes.

- SHAP values serve as a feature of importance analysis [30] for the given models, offering
meaningful insights into their outputs.

» Model confidence and confidence intervals: A per-sample model score and a matching confidence
interval are provided by the configuration of the model confidence and confidence intervals.

- We have used NumPy and calculated metrics such as the Mean Absolute Error (MAE) to assess
the confidence and uncertainty associated with model predictions.

- This setup guarantees a measurable indicator of the model's prediction accuracy, allowing for a
more thorough comprehension of prediction dependability and promoting well-informed decision-
making, particularly in crucial applications.

» Drift detection and automated model re-training: We have integrated NannyML into the Intelligence
Layer, which enables real-time tracking of data distribution shifts and model performance estimation.

- This can be used for univariate and multivariate drift detection, as well as a triggering system to
identify when models require retraining based on poor performance; thus, improving the robustness
of the models deployed in the registry if this is added to the model pipelines.

» Federated Learning model training, for privacy-preserving and enhancing security by not moving data
out of the nodes.

- This leverages the Flower framework that enables collaborative model training across multiple
decentralised devices or organisations while preserving data privacy.

- Once local models are aggregated into one, this aggregated (global) model becomes part of the Al
coordination backend model registry, and it is made available to be used for inference (as any other
model trained through the Intelligence Layer).

The next four subsections go more in-depth into each of them. Technical specifications of the Software
developed in this module are provided in Annex I1.H.

3.3.2.1 Explainable Al

To ensure transparency and reliability in ICOS, we will employ explainable Al techniques to interpret
and monitor the models provided by the Intelligence Layer as described in D4.1. This toolset is aimed
to allow data scientists or users using Al models, to identify and mitigate biases, enhancing the accuracy
and fairness of Al systems.
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Figure 9. Summary bar plot highlighting the average importance of top features

This element of the Trustworthy Al module provides visual tools to help users understand how models
arrive at their conclusions.
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» By demystifying the decision-making process, we aim to increase trust and confidence in the models,
enabling users to make informed decisions. To enhance model interpretability, we have integrated
SHAP (SHapley Additive exPlanations) into the Intelligence Layer's model training pipeline.

» This tool generates visual dashboards that illustrate how the model arrives at its predictions, promoting
transparency and trust. For this purpose, N samples from the inference data are used for SHAP
analysis, allowing the user to customise this parameter. By default, this value is set to 100.

Examples are visualised in Figure 9 and Figure 10.

» Figure 9 shows a bar plot illustrating the average importance of the top features, with SHAP values
ranging from negative (blue) to positive (red), highlighting the model’s output per feature vector. This
shows that lags 1, 2, and 3 are the most significant, while other variables contribute less.

» Figure 10 consists of a waterfall plot depicting the stepwise contribution of E[f(X)] , where SHAP
values are notably high for lags 3 and 2, followed by lag 5.

ﬂ‘x)
varl(t-5)
varl(t-4) ﬂ
varl(t-1) ﬁ
varl(t-6) =0 '

1480 1485 1490 1495 1500 1505  1.510
E[fiX)]

Figure 10. Waterfall plot showing the stepwise contribution of individual features to a
specific prediction

MLFlow is used to store the SHAP explanations. For this purpose, SHAP explainer is initialised for the
model’s predictions on a subset of the test data, which helps us interpret the model’s output through
SHAP values. It then generates three types of SHAP plots - a waterfall plot, a bar plot, and a heatmap.
The plots are created using the commands:

plot_func(shap_data, show=False)

mlflow.log_figure(figure=fig, artifact_file=file_name)

to log the figures for easy tracking and analysis. Just remember that the MLFlow tag ID should be used
within the same session to keep all artifacts organised in one place.

3.3.2.2 Prediction confidence scores

In IT-2, the Al coordination backend API responses incorporate a confidence score and a confidence

interval alongside the predicted value, providing a more comprehensive assessment of the prediction.

» The confidence score provides this information, indicating how closely the predicted values align with
the true values by looking using in this case the expected Mean Absolute Error (MAE).

» The confidence interval, computed by specifying a certain range (Cl — 95% in this development made
in IT-2), creates a mask that determines whether each prediction lies within that range.

- When there is a match within the Cl, a flag is set to true; otherwise, it is set to false.
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Figure 11. Confidence intervals in ICOS experiments over an XGBoost model

This enhancement is visually represented in Figure 11, where the shaded region indicates the area
bounded by the upper and lower confidence intervals, and as API call a response body in Figure 12.

Response body
{

"metric_1": {
"model_prediction": ,
"model_confidence": y
"95%_confidence_interval”: "32.161 to 32.235"

B

"metric_2": {
"model_prediction": ,
"model_confidence": y
"95%_confidence_interval”: "86.309 to 86.606"
b,

"metric_type":

Figure 12. Body response with model confidence through the Intelligence API

3.3.2.3  Model monitoring

As Al models in production are susceptible to performance degradation over time, we have integrated a
monitoring system to detect data shifts and model performance degradation, ensuring the trustworthiness
of deployed models.

» This monitoring functionality in the Trustworthy Al module aids on identifying shifts, drifts, and
impacting Al models or their data they receive for training and inference.
» For this, we have integrated NannyML for monitoring and performance estimation.

- When underperformance is detected, the module initiates strategies such as retraining with new
data or model replacement.
- To facilitate this continuous monitoring process, the module collects, reports, and analyses

incoming data, leveraging historical performance metrics stored in the Intelligence coordination
backend model registry.
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- This enables the module to assess deviations from expected performance and take appropriate
actions.

Univariate drift metrics

Jensen-Shannon distance for y_pred
Reference Analysis

n-Shannon

0.7

0.6

0 2 4 6 8
Chunk

Figure 13. Historical data (reference) vs data received while the model is in the registry (analysis)

Figure 13 indicates potential shifts marked as red alerts over the performance of an XGBoost model.
» This is achieved by storing a NannyML object ain the model registry along with trained models.
- This object analyses training data predictions by dividing them into time-ordered chunks based on
a specified window size for later comparing the baseline distribution (reference data) with data
received for at inference time (analysis data).
- Drift detection is activated through the data_drifts Intelligence API (backend) call, utilising
statistical measures (Jensen-Shannon divergence [19] in this case) to identify shifts in predictions.

3.3.2.4 Federated learning

Federated Learning was initially introduced in the Trustworthy Al module in D4.1 for privacy-aware
model training.

» The core part of this component is ICOS Federated Learning (ICOS-FL), a customisable and pip-
installable function built during 1T-2 on top of the Flower FL framework. ICOS-FL initiates the FL
learning process upon receiving a request from the ICOS applications.

- ICOS-FL focuses on distributed model training and aggregation.

- The current prototype trains an LSTM model to predict key metrics such as CPU usage, memory
usage, and power consumption. This designed to be easily generalised, allowing for the integration
of diverse computational metrics across different environments to facilitate flexible Federated
Learning training cycles. A usage demonstration of this can be found in Annex I1.E.3.

- Data is retrieved from the ICOS monitoring pipeline, which relies on a stack consisting of
Scaphandre (for energy usage data), Prometheus (for metric collection), OpenTelemetry, and the
dataClay OTLP (OpenTelemetry Protocol) bridge.

ICOS-FL enables multiple nodes (called clients) to collaboratively train a shared model under the
coordination of a central server (the aggregator).

» Each client trains the model on local data and returns updates (gradients or model weights) to the
server.

» The server aggregates these updates to produce a global model.

This approach enhances privacy because raw data never leaves the clients while achieving an overall

model that benefits from the combined knowledge of all participants.

Key functional aspects include:
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» 1) Federated Learning Loop: This process repeats for a specified number of rounds (or until a certain
convergence criterion is met).

- The server (ICOS-FL server) coordinates the training rounds by sending an initial model to the
clients. This task is planned to be initiated from ICOS Intelligence in the Controller suite. The
ICOS-FL server is initiated through the dataClay OTLP bridge, thus, all steps below and model
aggregation activities will be offloaded as Al training tasks.

* This is integration piece to aggregate models through dataClay is expected to be finished by the
ICOS final release.

- Each client trains locally using its assigned data (metrics from dataClay).
- The server aggregates the model updates to form a new global model by following a specified
aggregation policy—FedAvg in the prototype, or alternatively FedProx, FedSGD, and others.
» 2) LSTM Model for Time Series Prediction:
- The platform currently supports an LSTM model that predicts CPU usage, memory usage, and
power consumption.
- Continuous retraining is supported, allowing the model to be periodically retrained as new data
arrive.
» 3) Data Ingestion:
- Real-time metrics ar